
Abstract

In recent years, edge computing has drawn lots of attention in the development of Inter-

net of Things applications as a way to bring computing resources close to data sources.

Containerization technology provides an efficient virtualization solution to run computing

services on edge devices. Kubernetes allows containers to be easily orchestrated on edge

devices. Most of the existing research was done under the assumption that when an edge

device is registered as part of an edge computing system, the device is always running

with high availability. In this paper, we present a system that uses K3S, a lightweight

Kubernetes implementation, to orchestrate computing services onto low availability edge

devices to convert these devices into edge computing resources.

iii


	Acknowledgements
	Abstract
	List of Figures
	List of Tables
	Introduction
	Background
	Internet of Things and smart home
	Local managed smart home IoT system
	Cloud-centric Smart home IoT system

	Edge computing
	Azure IoT Edge
	AWS IoT Greengrass
	Comparison of Azure IoT Edge and AWS IoT Greengrass

	Container
	Docker
	Kubernetes
	Master node
	Worker node
	Pods
	Control plane
	Worker node components
	Workloads
	Networking architecture

	Lightweight Kubernetes distributions
	Microk8s
	Minikube
	K3S


	Related Works
	Fog-based architecture for smart home IoT system
	Traffic-aware horizontal pod auto-scaler
	Implementation of an Edge Computing Architecture Using OpenStack and Kubernetes

	System Description
	Overview
	Extend computing services from the cloud to low availability edge device
	Edge device monitoring service
	IoT traffic routing service

	Extend a computing service from devices in the local network to low availability edge devices

	System Evaluation
	Testing for extending a computing service from the cloud to a low availability edge device
	Testing for extending computing services from a dedicated local device to a low availability edge device

	Conclusions and Future Work
	Bibliography



