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Abstract

As autonomous machines have exploded in popularity in recent years, the

monitoring and failure prevention subsystems of these devices also necessitate

technological breakthroughs. One prominently used method for monitoring is

anomalous sound detection (ASD) which is the task of identifying whether a sound

emitted from an object is normal or anomalous. An anomaly in sound can indicate

an error or an eventual failure in a machine and thus detecting the anomaly earlier

can avoid larger future problems. In real world situations, anomaly sounds are rare

and diverse which poses a difficulty in building ASD models. Another challenge

faced by ASD models is domain shift, or normal sounds being incorrectly judged as

anomalous due to changes within the normal conditions. Some instances of domain

shift can be observed through changes in operating speed, machine load and

environmental noise. This thesis presents a deep learning based approach using

wavelets to the problem of unsupervised anomalous sound detection for machines in

domain shifted conditions. More specifically, a convolutional autoencoder

architecture is proposed to classify anomaly sounds in both the source domain and

shifted domain after the audio has been processed through a wavelet transform

module. The autoencoder model is trained to compress and reconstruct a multilevel

discrete wavelet transform of the normal audio signals. The original audio signal

and the output of the signal through the model are then fed into the anomaly

detection module which compares the two signals and returns an anomaly score

which can be used for anomaly classification.


	Acknowledgments
	Abstract
	Introduction
	Prior Works
	Background
	Audio Signal Processing
	Sound
	Fourier Transform
	Wavelet Transform

	Machine Learning
	Definitions
	Deep Learning
	Convolutional Neural Networks
	Autoencoders
	Recurrent Neural Networks


	Methodology
	Dataset
	Baseline Model
	Data Preprocessing
	Models
	Data Loader and Loss Function
	Baseline Dense Autoencoder
	Convolutional Autoencoder V1
	Wave-U-Net Variation
	Convolutional Autoencoder V2
	Convolutional Autoencoder V3


	Results
	Anomaly Score and Evaluation
	Model Iteration
	Final Results

	Conclusion
	Discussion
	Future Work

	References
	Code Appendix
	Preprocessing
	Models
	Data Loader
	Run Training
	Run Tests




